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ABSTRACT 

 

Knowledge management and data mining techniques have been widely used in many 

important applications in both scientific and business domains in recent years. The 

importance of forecasting has also been exposed in many practical zones. Considering that 

accurate forecasts are the base for correct decisions in revenue management, the purpose of 

this paper is to study the role of knowledge management and data mining techniques for a 

demand estimating process. For this reason this paper deals with neural network structures, 

which is a data mining technique, for railway passenger demand forecasting. It is advised that 

information should be made available in specific positions in neural network operations 

rather than combining all the accessible information at the beginning. The results can be 

useful for all knowledge based transportation businesses. 

 

KEYWORDS 

  

Knowledge Management, Data Mining, Data Mining techniques, Forecasting, Neural 

Networks, Multi Layer Perception, Railway passenger demand. 

1. INTRODUCTION 

 

Outputs of forecasting models can be inputs for operational planning. In railway industries, 

forecasting is the key to the success of revenue management (RM) and is one of four 

important systems that can be used. Forecasting renders demand information, which can be 

used as inputs for the other three systems: seat allocation, overbooking and pricing. In order 

to make correct decisions, accurate forecasts are essential (Tsai, Lee & Wei, 2009).  

 

The most common methodology to cope with short-term forecasting problems in the 

literature is extrapolation. Vlahogianni, Golias, and Karlaftis (2004) thoroughly reviewed 

papers in short-term traffic forecasting and indicated that neural networks are the most 

potential techniques. 

 

Extrapolation is also the most general methodology to deal with demand forecasting 

problems. The literature identify a number of extrapolation methodologies, such as 

exponential smoothing (Faraway & Chatfield, 1998; Kyungdoo & Thomas, 1995), ARIMA-

type models (Tavana & Mahmassani, 2000; Williams & Hoel, 2003), non-parametric 

regression (Clark, 2003; Robin & Polak, 2005) and neural networks (Ishak, Kotha, & 

Alecsandru, 2003; McFadden, Yang, & Durrans, 2001). Although proportional studies  
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(Makridakis & Hibon, 2000; Ord et al., 2001) and selection models (Prudêncio, Ludermir, & 

de Carvalho, 2004; Venkatachalam & Sohl, 1999) have discussed the issue of models 

selection, it is still controversial to say which model can achieve the best predictive 

performance. The purpose of this research is to adapt neural networks for the development of 

railway passenger demand forecasting models in the Iranian Railway. According to various 

sources a neural network structure was usefully applied in multilayer perceptions in many 

instances (Dougherty, 1995; Hippert, Pedreira, & Souza, 2001).  

2. FACTOR MINING 

In this section data and factors that will be used in this research will be introduced. 

2.1. Data 

The daily sales data of all trains from March 2006 to March 2009 was collected from the 

Islamic Republic of Iran Railways. To illustrate how to design network structures based on 

railway data factors, this study focuses on one particular train service. Sales data from Tehran 

to Mashhad of all types of trains over three years will be observed. The reason of choosing 

Tehran and Mashhad is because they are the biggest two cities in Iran and the rail path 

between them has prosperous demand. Two categories of data factors are observed. The first 

category of data factors are chronological factor. Chronological factor is widely used in 

scrutinizing time series data in the literature. Typically, trend, periodic pattern and cycle are 

three major components of a chronological factor. The second category of factors is level 

swing. Level swing is made because of special happenings. In addition, this study studies the 

daily and monthly amounts of the applied data to extort data factors from different levels of 

combined data. In the following section, factors are firstly defined. These factors are then 

used to monitor the railway data and present potential variables for model construction.  

2.2. Factor definition 

With regard to chronological factor there are three important factors: trend, periodic pattern 

and cycle. Trend is used to study whether there is an upward increase or a downward 

decrease over several following periods. The formula of yt = a+b×t is applied to test whether 

a trend exists, where t is the time index. The trend exists if b is significantly different from 

zero. Periodic pattern is used to observe whether there is a frequent behavior in the data. Day-

of-week pattern in the daily data and month-of-year pattern in the monthly data are 

considered. The formula yt = a+b×yt–k is applied, where t = k + 1 n, and k is the length of the 

periodic pattern. If b is significantly different from zero, then the periodic pattern exists. It 

should be noted that k = 7 for the daily data and k = 12 for the monthly data in the study. In 

addition, cycle describes a frequent pattern. The major difference between periodic pattern 

and cycle is that the duration of a cycle is not constant. Cycle usually exists in economic data 

or data series related to economic fluctuations. Railway passenger demand is a function of 

economic forces. For example, income may increase during an economic phenomena and 

provoke passengers to choose more qualified transportation modes. However, it was not 

possible to consider the influence of cycle in short-term data because at least two complete 

cycles of data are needed and it needs much more than three-year data to observe two 

economic cycles. Cyclic influences are better disregarded if there is no firm evidence 

(Armstrong, 2001). In this study, a cycle is not present. 

In the class of level swing, the vacation is the only significant factor used to check whether 

the mean of data changes during NOROZ celebration and summer vacations. In Iran, 
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NOROZ celebration vacations are usually from the last third of March to the first week of 

April, and summer vacations are usually from the end of June to the middle of September. It 

is estimated that passenger demand swings to a higher level during vacations and swings back 

to the previous level at the end of vacations. 

 

is estimated that passenger demand swings to a higher level during vacations and swings back 

to the previous level at the end of vacations. 

2.3. Analyzing and exploring factors 

Three-year daily data was surveyed and Figure 1 illustrates the applied data, and Table 1 

summarizes the observed factors. As can be seen, the coefficient of the trend is significant. 

The positive mark of the coefficient means that there is an upward trend, as shown by a 

straight line in Figure 1.  

Figure 1: Daily trend 

The coefficient of the day-of-week pattern is significant (see Figure 1). Moreover, the 

influences of vacations, as demonstrated by rectangles (shows the periods of summer 

vacations and NOROZ celebration vacations) in Figure 1, are prominent. It shows that 

passenger demand swings to a higher level through vacations and shifts back to the previous 

level when vacations are over. 
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Table 1: Factors significance  
 

factor 
daily 

trend 

monthly 

trend 

weekly 

pattern 

monthly 

pattern 

NOROZ 

celebration 

summer 

vacation 

significance of correlation(p-value) 0.000 0.000 0.000 0.000 0.000 0.000 

correlation 0.339 0.343 0.394 0.42 0.302 0.335 

existence situation in model exist exist exist exist exist exist 

The daily data is combined to attain the monthly data. In Table 1 the significance of all 

factors is surveyed by a correlation test and each factor which has a p-value less than 0.05, is 

significant. It can be seen that the trend is a significant factor. Also, the month-of-year pattern 

is significant. Furthermore, cycle is not expected to be observed in the three-year data. 

In short, the study found that daily and monthly trend, day-of-week, month of year and 

vacation is four prominent variables in the daily data and monthly data. In the next section, 

these observed factors are represented via suitable forms for constructing daily passenger 

demand forecasting models. Table 3 shows the input set and Figure 2 shows the idea of 

model construction, where attention is put on network designs. 

 

Figure 2: Idea of model construction 

3. MODEL STRUCTURE 

MLP is a forward connected network and it can be seen in Figure 3 that it has three layers 

namely an input, hidden and output layer. The input layer is used for getting data from 

external inputs. The number of neurons in the input layer is related to the number of input 

factors. The decision of the number of neurons in a hidden layer is different and is still 

contentious. The output layer generates forecasts and propagates errors for parameter 

estimation. The number of neurons in the output layer depends on how many lead-time 

forecasts are requested. In this study the forecast variable is demand which is a clustered 

variable. The clustering process for making a demand variable is based on the k-means 

algorithm which means that three major clusters are made. This means that the number of 

Daily trend 

Monthly trend 

Day of week 

Month of year 

NOROZ 

celebration 

Summer 

vacation 

Neural network 

 

Network Design 
Generate forecast 



235 

 

  

neurons in the output layer is three. Table 2 illustrates the layer characteristics for applied 

network construction. 

Table 2: Characteristics of layers   

Input number of variable 6 

hidden 

number of hidden layer 1 

Number of Units 6 

Rescaling Method for 

Covariates 
standard 

Activation Function Hyperbolic tangent 

output 

Number of Units Softmax 

Activation Function 3 

As can be seen in Table 3, there are six types of inputs, and consequently twelve neurons are 

applied in the input layer. As a result, the number of neurons in the hidden layer is six. Each 

line between the layers has one weight on it and it represents a parameter. 

Table 3: Characteristics of layers 

 

Data unit Denote # of neurons Value 

Daily trend DT 1 1, 2, 3, . . ., 365 

Monthly trend MT 1 1, 2, 3, . . .,12 

NOROZ celebration NOROZ 2 0,1 

Summer vacation TABESTAN 2 0,1 

Day of week pattern DP 1 0,1 

Month of year pattern MP 1 0,1 

The number of training samples is determined by three factors. Firstly, the number of samples 

for model construction must be ample to show the attributes of the input set. In this study, at 

least two-year data seems reasonable to realize the pattern. Secondly, passenger demand is 

dynamic. Thirdly, it is also vital to keep observing predictive ability over several periods so 

that believable results can be achieved. In this study, two year data is used as training 

samples. One month data which is dated exactly after the end of the training samples is used 

as testing samples. The update frequency is one month.  
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The paper tried to examine knowledge management techniques and methodologies that can 

be used for knowledge extraction in a business to estimate demand. In particular, the results 

of this research are useful for revenue management based on knowledge management. This 

indicates a new linkage between knowledge management and revenue management.  
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